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This study is the first step in the systematic investigation of substituted (carboxyl) polystyrene nanoparticles.
Understanding the fundamental interactions between thep-carboxyl styrene monomers, where an ethyl group
is used instead of a vinyl group (referenced, for convenience, as “p-carboxyl styrene”), provides the basic
information needed to construct potentials for nanoparticles composed of these monomers. In this work, low-
energy isomers ofp-carboxyl styrene dimer were studied. The dimer structures and their relative and binding
energies were determined using both Møller-Plesset second-order perturbation theory (MP2) and the general
effective fragment potential (EFP2) method. Sections of the intermolecular potential energy surface (PES) of
thep-carboxylated styrene dimer in its global minimum orientation were also determined. As expected, double
hydrogen bonding between the two carboxylic groups provides the strongest interaction in this system, followed
by isomers with a single H-bond and strong benzene ring-benzene ring (π-π) type interactions. Generally,
the EFP2 method reproduces the MP2 geometries and relative energies with good accuracy, so it appears to
be an efficient alternative to the correlated ab initio methods, which are too computationally demanding to be
routinely used in the study of the more-complex polymeric systems of interest.

I. Introduction

It is common knowledge that nanoparticles exhibit differents
and, often, more usefulsproperties than those of bulk material.
Although nanoparticle syntheses based on empirical methods
have existed for many years, very few synthesis strategies have
been developed based on fundamental knowledge of the
chemistry and physics involved.1 Many applications for nano-
particles in pharmaceuticals, coatings, and catalysis require
stable particle dispersions with uniform size distribution, which,
in turn, require a detailed understanding of the nanoparticle-
nanoparticle interactions that drive aggregation.2-5 In particular,
the long-term goal of this effort is to predict aggregation
properties as a function of nanoparticle surface chemistry.
Carboxylated polystyrene latex nanoparticles have been chosen
as a model system for this study, because of the relative ease
with which the surface coverage of the carboxylic acid can be
controlled in experiments.6 These particles are used in im-
munological,7,8 drug delivery,9-11 and heterogeneous catalysis12

applications, because the presence of the carboxylic acid
functionality promotes the binding of antibodies, proteins, and
metals to the latex particle surface. As an initial step toward
the theoretical prediction of both polymer aggregation mecha-
nisms in general and carboxylated polystyrene latex nanopar-
ticles in particular, the present work initiates a systematic
investigation of the fundamental interactions inp-carboxyl
polystyrene nanoparticles, by studying the simplest prototype
of such nanoparticle-nanoparticle interactions:p-carboxyl sty-
rene dimer.

Surprisingly, a literature search for substituted styrene dimers
revealed no studies with a focus on the fundamental interactions
in these systems. On the other hand, there have been many
experimental and theoretical studies on the styrene monomer

itself. The majority of that work is concerned with the geometry
of the styrene monomer in its ground electronic state, primarily
the issue of its planarity versus nonplanarity.13 Theoretical
studies are equally divided between those supporting a planar
structure versus a twisted structure. A detailed overview of
theoretical and experimental studies on the torsional potential
of styrene is given in ref 6. All ab initio methodssHartree-
Fock (HF), Møller-Plesset second-order perturbation theory
(MP2), and coupled cluster (CC)sagree that the twisted
structure is the global minimum, whereas density functional
theory (DFT) studies indicate that the lowest energy minimum
is planar. However, all ab initio calculations predict the twisted
structure to be<1 kcal/mol lower in energy than the planar
form, so even the inclusion of zero-point vibrational and
temperature effects could change the result in favor of the planar
structure. Most experimental studies have concluded that, in the
ground electronic state, the styrene monomer is planar.14,15

An ab initio (HF and configuration interaction singles (CIS),
with MP2 correction) study by Zilberg and Hass16 described
the vibrational spectra of the ground and first excited singlet
states of styrene andâ-methyl styrene. It was found that the
ground state of the molecule has a broad shallow torsional
potential. A theoretical study of the electronic spectra of styrene
was reported by Molina et al.,17,18 with a specific focus on the
cis-trans photoisomerization. The vertical singlet-triplet elec-
tronic spectrum of styrene was considered in a theoretical study
by Wan and Nakatsuji.19

Binary clusters composed of styrene monomer and polar
(methanol20 or water21) clusters were extensively studied by the
resonant two-photon ionization technique. These studies pro-
posed a proton-transfer reaction, from the styrene dimer cation
to water or methanol cluster, as a possible cause of the inhibition
mechanism observed in the cationic polymerization of styrene.

As can be seen from this brief literature overview, there have
been several studies of the styrene monomer, but there has been
little or no analysis of the fundamental interactions in the styrene
dimer. Cationic benzene clusters were studied using both
experimental and theoretical means, by El-Shall and co-
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workers.22 For the purpose of this study, the most relevant work
is the analysis of neutral benzene and substituted benzene dimers
by Sherrill and co-workers.23-26 More details on these studies
follow in Section III.A.

The major goal of this work is to shed more light on the
fundamental interactions that govern the formation and ag-
gregation of substituted styrene nanoparticles. As a first step in
this direction, the low-energy structures of the dimer of
p-carboxyl styrene are presented. The most important intermo-
lecular interactions have been determined and the ability of the
general effective fragment potential (EFP2) method to ad-
equately represent thep-carboxyl styrene dimer PES is dis-
cussed.

This work is organized as follows: Section II gives a brief
overview of the EFP2 method, followed by the computational
details in Section III, results and discussion in Section IV, and
general conclusions in Section V.

II. Theoretical MethodssGeneral Effective Fragment
Potential (EFP2)

The general effective fragment potential (EFP2) is a discrete
solvation method that is based on fundamental quantum
mechanics. Because the method contains no empirically fitted
parameters, the EFP2 approach is generally applicable in the
sense that an EFP can be generated forany chemical species
for which one can perform the “MAKEFP” calculation in
GAMESS,27 in which all contributions to the EFP2 interaction
potential for the desired species are generated automatically in
a single ab initio run. Current applications of EFP2 include the
study of Ar clusters and water-alcohol mixtures.28 A detailed
description of the EFP2 method is given elsewhere;29 hence,
only a brief overview of the method is given here.

The EFP2 potential contains several terms that represent most
of the physically meaningful intermolecular interactions that a
molecular species can experience. Each of these terms can
represent EFP-EFP interactions or effective fragment potential-
quantum mechanics (EFP-QM) interactions, where the QM
portion of the system of interest would typically describe a solute
in the presence of an EFP solvent. The focus in the present
work is only on EFP-EFP interactions.

In the present implementation, the interaction potentialV
includes electrostatic (Coulomb), induction (polarization), ex-
change repulsion, and dispersion energy contributions.

Coulomb Interaction. The electrostatic potential is repre-
sented using a distributed multipolar analysis (DMA).30,31 The
molecular density is represented by an expansion up through
octopole moments, with the expansion centers at the atom nuclei
and bond midpoints. Because the DMA is a classical pointwise
model, it cannot account for the actual quantum mechanical
overlap of two charge densities that would occur at short
fragment-fragment distances. These charge penetration effects
are accounted for by multiplying the charge-charge portion of
the mutipole expansion by a distance-dependent cut-off func-
tion.32

Induction (Polarization) Energy. Induction energy is treated
in a self-consistent manner, using localized molecular orbit-
als33,34(LMOs). First, the total polarizability tensor is expressed
as a sum of the LMO polarizabilities of bonds and lone pairs.
Coupled perturbed Hartree-Fock calculations are then used to
calculate LMO polarizability tensors. After the distributed
polarizability components have been determined, the polarization
(induction) energy is iterated to self-consistency.

Exchange Repulsion Energy.As shown previously,29,35-37

the exchange repulsion energy can be expanded in three distinct
energy terms, based on their explicit dependence on the
intermolecularoverlap:

The required intermolecular overlap integrals are computed
using LMOs whose linear combination of atomic orbitals
(LCAO) coefficients are fixed, but whose orientations in space
can vary as the fragments move relative to each other. The use
of localized orbitals in this manner means that the expansion
in the intermolecular overlap can be truncated at the quadratic
term, as indicated in eq 1.36,37

Dispersion Energy. In the EFP2 method, a standard series
expansion of the fragment-fragment dispersion energy38 in
terms of 1/Rn (n ) 6, 8, ...) is used:30

These respective terms correspond physically to induced
dipole-induced dipole, induced dipole-induced quadrupole,
induced quadrupole-induced quadrupole, etc., interactions. In
the current implementation, the series expansion is terminated
at the first (dipole-dipole) term, with an approximate estimate
for the higher-order terms. As for the polarizability and exchange
repulsion interactions, the C6 coefficients are obtained by making
use of LMOs. In particular, a C6 coefficient is determined for
each pair of LMOsi andj. These LMO dispersion coefficients
are determined by numerical integration of products of dynamic
polarizabilities, over a range of imaginary frequencies. These
LMO dispersion coefficients are then summed to obtain a
fragment-fragment dispersion coefficient, C6. TheR-8 term is
estimated as a fraction of theR-6 term. Expression 2 is also
corrected for short-range charge penetration effects, by multi-
plying it by an appropriate damping function.38

III. Computational Details

All of the calculations presented here were performed with
the electronic structure code GAMESS.27 The first step in this
study was to generate an EFP2 potential forp-carboxyl styrene
monomer, in its MP2//aug-cc-pVDZ39 optimized geometry. To
simulate the polymer environment, an ethyl group, rather than
a vinyl group, was placed on the benzene ring. All energy terms
described previously, except the electrostatic interaction, were
generated using the 6-31+G(d) basis set.40,41The DMA for the
Coulomb energy term was generated with the 6-31G(d)40,41basis
set. As has been noted by other researchers,42 the generation of
multipole moments for benzene-like molecules, using basis sets
that use diffuse functions, can lead to nonphysical values for
the charges and higher multipoles, because of linear dependences
in the basis set.

Location of global minima on the dimer surface was accomp-
lished by Monte Carlo/simulated annealing simulations,43-45

using the EFP2 method. More details about these calculations
will be given in Section IV. Second-order perturbation theory
(MP2)46 geometry optimizations were also performed for several
low-energy isomers using the 6-31+G(d)40,41basis set. In these
MP2 optimizations, the internal geometries were fixed at the
monomer geometries for compatibility with the EFP2 method,
because the EFP2 internal structures are frozen. Single-point
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MP2 energy calculations were performed at all EFP2 local
minimum structures. Sections of the potential energy surface
have also been determined with MP2 calculations. EFP2
Hessians (energy second derivatives) were performed to ensure
that stationary points are, indeed, local minima.

IV. Results and Discussion

IV. A. Low-Energy Minima of p-Carboxyl Styrene
(COOH-PhC2H5) Dimer. The major interaction in the dimer
of p-carboxyl styrene is hydrogen bonding. The presence of the

Figure 1. Lowest-energy isomers for thep-carboxyl styrene dimer.
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-COOH groups introduces the possibility of double O-H‚‚‚
Od hydrogen bond formation, which is expected to provide
more stability than other types of interactions between two
p-carboxyl styrene monomers. To explore all possible dimer
arrangements, Monte Carlo/simulated annealing (MC/SA) EFP2
calculations were performed starting from different initial
geometries and simulation conditions. MC/SA calculations were
performed using an initial temperature in the range of 1000-
500 K. The EFP2p-carboxyl styrene monomers were allowed
to move in a box size of 10 Å× 10 Å × 10 Å. Geometry
optimizations were performed every 50, 80, and 100 steps. These
simulations resulted in the lowest-energy dimer structures shown
in Figure 1. Although the MC/SA searches were extensive, it
is, of course, possible that there are some other low-energy dimer
structures that have not been found.

EFP2 and MP2 binding energies (with respect to separated
monomers) for 13 lowest-energy isomers are given in Table 1,
whereas relative energies (with respect to the lowest-energy
isomer) are given in Table 2. The EFP2 and MP2 global
minimum on the dimer surface is isomer1, which is a structure
with two hydrogen bonds. Both levels of theory predict this
structure to be∼5 kcal/mol more stable than the next lowest-
energy structure. With just a few exceptions, the EFP2 energy
ordering of the 13 isomers is in very good agreement with the
MP2 relative energies. For example, the first four entries in
Table 2 are in the same order and the binding energy differences
are <1 kcal/mol (see Table 1). Note that constrained MP2
optimizations on the four lowest-energy isomers (shown in
parentheses in Table 2) have a small effect on the relative
energies. A few of the higher-energy isomers differ in relative

energies by 1-3 kcal/mol, with the largest disagreement of∼5
kcal/mol for isomer6.

The disagreement between EFP2 and MP2 for the relative
energy and binding energy of isomer6 is somewhat surprising,
in view of the much better agreement for the other isomers.
Because the EFP2 method is independent of MP2, it is not
obvious which method is closer to the correct binding energy.
Although coupled cluster calculations with a reliable basis set
on the substituted styrene dimer are currently too computation-
ally demanding, some insight can be gained from previous MP2
and CCSD(T) calculations on substituted benzene dimers by
Sherrill and co-workers.8-11 Because the major portion of the
interaction energy in isomer6 comes from the benzene ring
π-π interaction, the accuracy of MP2, relative to CCSD(T),
can be used to assess the MP2 performance for theπ-stacked
styrene dimer. The general conclusion drawn by Sherrill et al.
is that, at the equilibrium geometry, the MP2 binding energies
for π-stacked interactions overestimate the more-accurate
CCSD(T) values by∼2.0 kcal/mol (∼40% of the total binding
energy), when the aug-cc-pVQZ basis set is used. These results
on benzene dimers suggest that MP2 overestimates theπ-stacked
interaction energy in the substituted styrene dimers of interest
here by∼4 kcal/mol (if the same percent error is used), whereas
EFP2 then underestimates thisπ-stacked binding energy by∼2
kcal/mol. Of course, this analysis is approximate, but it does
suggest that the EFP2 method provides an accuracy for weak
π-stacked interactions that is comparable to that of the much
more computationally demanding MP2 method. EFP2 may
underestimate the dispersion interaction, because of the neglect
of higher-order terms in the series expansion.

The EFP2 interaction energies for the six lowest-energy
isomers are decomposed into their component contributions in
Table 3. The electrostatic interaction is, by far, the most
important source of binding for the five lowest-energy isomers.
These five isomers contain two hydrogen bonds (isomer1) or
one hydrogen bond (isomers2-5), so the importance of the
Coulomb interaction is not surprising. For these five isomers,
the relative size of the exchange repulsion interaction ap-
proximately mirrors that of the Coulomb interaction, with the
opposite sign. The same is true for the polarization interaction.
For all of these isomers, the dispersion contribution is small
but nontrivial. For the stackedπ-system of benzene rings in
isomer6, dispersion is the dominant interaction at∼6 kcal/
mol.

IV.B. Potential Energy Surface for Global Minimum
p-Carboxyl Styrene Dimer. In this section, the potential energy
surface (PES) corresponding to the variation of the interdimer
distance is examined for isomer1, as a function of the relative
orientations of the two monomers. The purpose of this study is
to explore how the interdimer energy is dependent on the
variation of key interdimer coordinates. The PES was con-
structed using the MP2//6-31+G(d) method. First, the monomer
geometry was optimized at the MP2//aug-cc-pVDZ39,47 level
of theory. After the monomer geometry is determined, it is kept

TABLE 1: Binding Energies for Lowest-Energy Isomers of
p-Carboxyl Styrene Dimer

Binding Energy (kcal/mol)

isomer MP2//6-31+G(d) EFP2

1 15.8 14.7
2 9.3 7.7
3 8.6 7.1
4 7.8 6.1
5 6.9 4.5
6 9.8 3.9
7 8.1 3.8
8 7.3 3.8
9 5.1 3.7

10 7.6 3.6
11 7.8 3.4
12 5.6 3.0
13 6.9 2.7

TABLE 2: Relative Energies for Lowest-Energy Isomers of
p-Carboxyl Styrene Dimer

Relative Energy (kcal/mol)

isomer MP2//6-31+G(d)a EFP2

1 0.0 0.0
2 6.5 (6.3) 7.0
3 7.2 (6.9) 7.6
4 7.9 (6.7) 8.6
5 8.8 10.2
6 5.9 10.8
7 7.6 10.9
8 8.5 10.9
9 10.6 10.9

10 8.1 11.1
11 7.9 11.3
12 10.2 11.6
13 8.9 12.0

a Results in parentheses are MP2 constrained optimizations.

TABLE 3: Energy Decomposition for the Six
Lowest-Energy Isomers

Energy Decomposition (kcal/mol)

isomer electrostatic repulsion polarization dispersion total

1 -17.6 12.7 -6.8 -3.1 -14.7
2 -8.1 4.4 -1.7 -2.2 -7.7
3 -8.4 5.7 -2.2 -2.2 -7.1
4 -6.4 3.7 -1.5 -1.9 -6.1
5 -4.8 3.3 -0.8 -2.1 -4.5
6 -0.5 2.9 -0.2 -6.1 -3.9
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internally frozen and the optimization of dimer1 is performed
at the MP2//6-31+G(d) level of theory.

To construct thep-carboxyl styrene dimer PES, a coordinate
system is defined using three points in each monomer, thereby
providing six internal coordinates (see Figure 2): the distance
(V1) between the centers of mass of the two monomers, two
angles (V2 ) angle 4-1-2 (see Figure 2) andV4 ) angle 3-4-
5) and three dihedral angles (V3 ) dihedral angle 4-1-2-3,
V5 ) dihedral angle 1-3-4-5, andV6 ) dihedral angle 1-5-
4-6).

For the construction of the PES, one of the six internal
coordinates was displaced from its equilibrium value, with all
others remaining fixed. MP2 single-point energies then were
calculated for a range of distancesV1. Figure 3 illustrates cuts
of the PES forV2 ) 70°, 90° (equilibrium value), and 120°.
The distanceV1 was varied from-0.6 Å (pushing the monomers
toward each other from the equilibrium geometry) to 10 Å.
Changing the angleV2 from its equilibrium value to 70° (or
120°) breaks the linearity of the hydrogen-bonded network, so
the energy changes dramatically (∼10 kcal/mol at 70° and∼15
kcal/mol at 120°). This illustrates the importance of maintaining
the linearity of these strong hydrogen bonds. Similar calculations
were performed for all other internal coordinates; the final PESs
are shown in Figure 4. In each case,V1 is varied for various
displaced values of one of the other internal coordinates. After

the linearity of these hydrogen bonds has been disrupted, the
depth of the potential energy wells decreases considerably,
because the strength of the hydrogen bonds has now been
significantly diminished. Beyond∼4 Å, there is no change in
energy for any of the internal coordinates; therefore, a distance
of ∼4 Å seems to be the extent of the hydrogen-bonding
interaction. The PES shown in Figures 3 and 4 illustrates the
importance of including a directional hydrogen-bonding term,
as well as angular and torsional terms, in any lower-resolution
intermolecular potential model that might be constructed to
simulate the behavior of several thousands ofp-carboxyl
monomers that interact in polystyrene nanoparticles.

V. Conclusions

This work is a first step in the systematic study ofp-carboxyl
polystyrene nanoparticles. Binding energies and relative energies
for a set of 13 low-energy dimer isomers, obtained with the aid
of extensive Monte Carlo/simulated annealing calculations, were
determined using the MP2 and EFP2 methods. As expected,
the most important interaction between twop-carboxyl styrene
monomers is the formation of a double hydrogen bond, the
global minimum on the dimer surface. Other isomers that
containπ-π interactions of benzene rings or single hydrogen
bonds are all at least∼5 kcal/mol higher in energy than the

Figure 2. Internal coordinate system for the potential energy surface (PES) construction.

Figure 3. PES for internal coordinateV2 (energy given in a.u. units, distance given in angstroms).
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Figure 4. PES for internal coordinateV3, V4, V5, andV6 (energy given in a.u. units, distance given in angstroms).
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global minimum. The EFP2 and MP2 methods agree reasonably
well, with regard to the relative energies of most isomers, with
the exception of isomer6, for which these two methods predict
binding energies that differ by∼6 kcal/mol. Based on com-
parison with previous CCSD(T) calculations on dimers of
substituted benzenes, the MP2 method seems to overestimate
the binding energy ofπ-stacked structures, such as isomer6,
by ∼4 kcal/mol, while EFP2 underestimates the binding energy
by ∼2 kcal/mol. It is very encouraging that the affordable EFP2
method provides an accuracy for these species that is comparable
to that of the much more computationally demanding MP2
method.

The potential energy surface (PES) for the global minimum
was studied using the MP2//6-31+G(d) method. The general
conclusions of this study are as follows: (i) the dimer PES of
p-carboxyl styrene is very sensitive, both in terms of angular
and torsional dependence, and (ii) for distances of>4 Å, the
PES essentially reaches its asymptote, suggesting that the
hydrogen-bonding interaction does not extend beyond this
distance of∼4 Å.

Based on the results of this study, the newly developed
general effective fragment potential (EFP2) method can be used
with confidence as an efficient alternative to the MP2 method
in studies ofp-carboxyl polystyrene particles. Future work on
this project will focus on constructing potentials for larger
p-carboxyl fragments using the EFP2 method, with the eventual
derivation of a robust force field to be used in simulations of
the p-carboxyl polystyrene nanoparticles.
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